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Teaching Scheme: 
Theory: 03 Hours/Week 
Practical: 02 Hours/Week 

Prior knowledge of 

Course Objectives: 

Programme Elective Course-2 

The objectives of this course are to: 

ET23312(C): MACHINE LEARNING 

Credits 
04 

Discrete Mathematics, Any Programming Knowledge (Python/Matlab). 

Examination Scheme: 
CAA:10 Marks 

In Sem:30 Marks 
End Sem:60 Marks 
Practical: 30 Marks 

1. Introduce fundamental concepts of Machine Learning including learning paradigms, data 
representations, feature engineering, and bias-variance trade-offs. 

2. Develop mathematical and algorithmic understanding of regression techniques, including 
optimization, regularization, and performance evaluation. 

3. Provide strong foundations in classification algorithms, decision trees, and ensemble learning methods 
with appropriate evaluation metrics. 

4. Explain unsupervised learning techniques such as clustering and dimensionality reduction for pattern 
discovery and data analysis. 

5. Familiarize students with Artificial Neural Networks, learning mechanisms, and their applications in 
regression and classification tasks. 

Course Outcomes: On comnpletion of the course, learner will be able to: 

6. Expose learners to deep learning concepts and Convolutional Neural Networks, enabling 
understanding of modern AI applications in vision, speech, and video analytics. 

Co1: Explain core concepts of Machine Learning, learning paradigms, feature engineering, and analyze issues 
such as overfitting, underfitting, and bias-variance trade-off. 

CO2: Apply regression techniques and optimization methods to model real-world problems and evaluate model 
performance using standard metrics. 



CO3 :Design and implement classification models using supervised learning algorithms and assess their 
performance using appropriate evaluation metrics. 

CO4: Analyze datasets using unsupervised learning methods such as clustering and dimensionality reduction to 
extract meaningful patterns. 

CO5: Develop and train Artificial Neural Network models including perceptron and multilayer networks for 
regression and classification problems. 

CO6: Demonstrate understanding of deep learning architectures, CNN components, and optimization techniques 
to solve image and signal processing problems. 

Unit I: Introduction to Machine Learning (7 Hours) 

Course Contents 

Motivation and real-world applications of Machine Learning, Types of Machine Learning: Supervised 
Unsupervised, Semi-supervised, Reinforcement Learning; Learning framework: data, features, labels, model, loss 
function; Overfitting and under-fitting; Bias-variance trade-off; Feature Engineering. 

Unit II: Regression Techniques (7 Hours) 

Simple and Multiple Linear Regression; Non-linear regression; Gradient Descent optimization; Polynomil 
regression; Regularization techniques: Ridge, Lasso, Elastic Net; Bayesian Linear Regression; Evaluation metrics: 
MSE, RMSE, MAE, R?; Multivariate Regression 

Unit III: Classification Techniques (7 Hours) 
Binary and multiclass classification problems; Logistic Regression; k-Nearest Neighbors (k-NN); Naive Bayes 
Classifier; Discriminant Analysis: LDA and QDA; Decision Trees for classification; Ensemble methods 
(Introduction): Bagging, Boosting, Random Forest; Classification performance metrics: Confusion Matrix, 
Precision, Recall, F1-score, ROC. 

Unit IV: Clustering and Dimensionality Reduction (6 Hours) 
Unsupervised learning overview; Clustering techniques: k-Means clustering, Hierarchical clustering, Density 
based clustering (DBSCAN - introduction), Gaussian Mixture Models (GMM) and EM algorithm; Dimensionality 
reduction techniques: Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), Curse of 
dimensionality. 



Unit V: Artificial Neural Networks (6 Hours) 

Biological inspiration and artificial neuron model; McCulloch-Pitts neuron; Bias, threshold, and activation 
functions; Learning paradigms; ErrOr and gradient descent; Perceptron model and limitations; Multilayer 
Perceptron (MLP); Backpropagation algorithm; Applications of ANN in regression and classification. 

Unit VI: Deep Learning and Convolutional Neural Networks (6 Hours) 

Introduction to Deep Neural Networks; Challenges in deep learning: vanishing gradient, overfitting, computational 
komplexity; Regularization techniques: Dropout, Batch Normalization; Optimization algorithms: SGD, Adam: 
Convolutional Neural Networks (CNN): Convolution layer, pooling layer, Padding and stride; CNN architectures 
overview (LeNet, AlexNet, VGG); Applications of CNNs in image, speech, and video analysis. 

Text Books: 

1. Christopher Bishop, - Pattern Recognition and Machine Learning, Springer, 2007. 
2. Laurene Fausett, Fundamentals of Neural Networks: Architectures, Algorithms and Applications, Pearson 

Education, Inc. 

Reference Books: 

1. Kevin Murphy, Machine Learning: A Probabilistic Perspective, MIT Press. 
2. Trevor Hastie, Robert Tibshirani, Jerome Friedman, -The Elements of Statistical Learning, Springer. 
3. Phil Kim, -MATLAB Deep Learning; With Machine Learning, Neural Networks and Artificial 

Intelligence, a Press 2017. 
4. Ethem Alpaydin -Introduction to Machine Learning Second Edition the MIT Press. 
5. Simon Haykin, Neural Networks: A comprehensive foundation, Prentice Hall International Inc. 

MOOC/NPTEL Courses: 
1. Deep Learning By PKBiswas, Link of the Course: https://nptel.ac.in/courses/106105215. 
2. Deep Learning by IIT Ropar Prof. Sudarshan Iyengar, Link of the Course: 

https://nptel.ac.in/courses/106106184. 
3. Deep Learning For Visual Computing, IIT Kharagpur Prof. Debdoot Sheet , Link of the Course: 

https://nptel.ac.in/courses/108105103 

List of Practical's 

Perform any 8 experiments. 
1. Introduction to Python and Machine Learning libraries (NumPy, Pandas, Matplotlib, Seikit-learn) 
2. Data pre-processing and exploratory data analysis 



3. Implementation of Simple and Multiple Linear Regression 

4. Polynomial Regression and Regularization Techniques 

5. Logistic Regression for classification 
6. Implementation of k-NN and Naive Bayes classifiers 

7. Decision Tree and Random Forest classifiers 

8. Dimensionality reduction using PCA 

9. Implementation of Artificial Neural Network using MLP. 
10. Implementation of Convolutional Neural Network (CNN) 
11. Mini Project using real-world Dataset (CAA Activity). 

HOD E&TC 

Dr. J. S. Rangole 
Head 

Department of Electronics & 
Tencommunication Engineertng 

vPKBIET, Baramati-413133 

Dean Academics 

Dr. S. M. Bhosle 

Principal 
Dr. S. B. Lande 
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